Regression Week 3 HW: Polynomial Regression Quiz

In this notebook you will compare different regression models in order to assess which model fits best. We will be using polynomial regression as a means to examine this topic. In particular you will:

* Write a function to take an an array and a degree and return an data frame where each column is the array to a polynomial value up to the total degree.
* Use a plotting tool (e.g. matplotlib) to visualize polynomial regressions
* Use a plotting tool (e.g. matplotlib) to visualize the same polynomial degree on different subsets of the data
* Use a validation set to select a polynomial degree
* Assess the final fit using test data

If you are doing the assignment with IPython Notebook

An IPython Notebook has been provided below to you for this quiz. This notebook contains the instructions, quiz questions and partially-completed code for you to use as well as some cells to test your code.

What you need to download

If you are using GraphLab Create:

* Download the King County House Sales data In SFrame format:

[kc\_house\_data.gl.zip](https://d18ky98rnyall9.cloudfront.net/_026a0fd773a5fdd104e1a6ca3cfb2622_kc_house_data.gl.zip?Expires=1546819200&Signature=bC9c1KFXoRou6pR1OMInvHYnXITphWM7NWGOl5h4Wp~BDC1TwyX9RQv~BygjSrdbGOEoMIGho0HH-aMJreQUyBayhBSnZzuBYlA9ls6f3DKZGWE0VMmpEDx9dzgX3AxRaV7oz5NMwnQOeI2plhgMuZFJyR7q7-EO4q3NISq8JBk_&Key-Pair-Id=APKAJLTNE6QMUY6HBC5A)

* Download the companion IPython Notebook:

[week-3-polynomial-regression-assignment-blank.ipynb.zip](https://d18ky98rnyall9.cloudfront.net/_87a6d2d011793ce32339c0935afe6b7c_week-3-polynomial-regression-assignment-blank.ipynb.zip?Expires=1547078400&Signature=FUt0P3eutGD8GAHMPrgAo4yuGPbPJPSVWN5piTub-kTfJfE0onPgU8~xrF0cwKNpwu5zuFSPLKeJTrV72PAX-1MKxjGASiuBzhlnj5UHJocOL342vCKFjvy8u9rYWis2jELbBK6Fi7820ZI7nu0bmM7vjId7QUmfGIGGIhsSRW4_&Key-Pair-Id=APKAJLTNE6QMUY6HBC5A)

* Save both of these files in the same directory (where you are calling IPython notebook from) and unzip the data file.

If you are not using GraphLab Create:

* Download the King County House Sales data csv file:

[kc\_house\_data.csv.zip](https://d18ky98rnyall9.cloudfront.net/_46994807796a1213d2699c6d9a09667c_kc_house_data.csv.zip?Expires=1546819200&Signature=VfX4EOSUQsHjqwLS8S~YT9otOs~k5BYkT~kJ28SditV~MbuFFvdiZUKn7WvpqOkj77hakTPbxf66~QjMzegKTifJU0hub-s~Flj5dFJa2mVwik8IkuX5WMWsRBzeEk-Z75GCimTrqtwRpzr79TFjgwrJJv3p80ADxBWUnGPklug_&Key-Pair-Id=APKAJLTNE6QMUY6HBC5A)

NOTE: The following files are different from weeks 1 and 2

* Download the King County House Sales training data csv file:

[wk3\_kc\_house\_train\_data.csv.zip](https://d18ky98rnyall9.cloudfront.net/_f626f6faf3c1039d014563b39ede3037_wk3_kc_house_train_data.csv.zip?Expires=1547078400&Signature=FB~MKgNYF-bQZsH9ZLjvrIBHM8uuU03M7r1KNRjZshtvlNlVIAhagG9NCC-DI3pv-9vd1e8ua6MC8dbm-2jBPUpkyYqFgtC9K27i1cz09O~CvJAVNVJQQKrnj-H5YjAMaXmJSGILKQa0WG8ad7H856n8SOs2htvz5dTWaRdA~-k_&Key-Pair-Id=APKAJLTNE6QMUY6HBC5A)

* Download the King County House Sales validation data csv file:

[wk3\_kc\_house\_valid\_data.csv.zip](https://d18ky98rnyall9.cloudfront.net/_f626f6faf3c1039d014563b39ede3037_wk3_kc_house_valid_data.csv.zip?Expires=1547078400&Signature=KGDP3sm7MroHlVhpVwH~nEsT3OYLf6ifKDyILR9koDG6aAC4Ca9XuMD6SdS9Xw5Xsmzb5EydsQB3BUIkLVK5ZcfhzO3MiDAKkrUfNq3YjOaZ2VyqFX8CtqUFYQwin08~GhYx72sBMdNcQhKzQLK550VI2cfJom2KSQqGpuhB5Ng_&Key-Pair-Id=APKAJLTNE6QMUY6HBC5A)

* Download the King County House Sales testing data csv file:

[wk3\_kc\_house\_test\_data.csv.zip](https://d18ky98rnyall9.cloudfront.net/_f626f6faf3c1039d014563b39ede3037_wk3_kc_house_test_data.csv.zip?Expires=1547078400&Signature=FV2Z5JRaJJ-MpUxjiTsXQL1ycSMTrjdogk~H8~4q--hpllKOAqjfqpg4zd6FUwXUIn-gCHl36GUHRyBaG52y3twOrPSgUNoBqBYpVQwckbcTIuFZpr5~AYuY76WTsg~hcBcEIcuVY97lf45j3wW7spCRW9i40KlH-lbLpMoYDhA_&Key-Pair-Id=APKAJLTNE6QMUY6HBC5A)

* Download the King County House Sales subset 1 data csv file:

[wk3\_kc\_house\_set\_1\_data.csv.zip](https://d18ky98rnyall9.cloudfront.net/_f626f6faf3c1039d014563b39ede3037_wk3_kc_house_set_1_data.csv.zip?Expires=1547078400&Signature=Jv-TE4xrAmfgtYbSoC8SxKxEW6iQurn3rMIsv65-la1-c2~MbKJAofcXdljBo8-he-GYaR80ggX24wiclF-aCRmgz-Fbc5ll1eMDSEn8S3b1pcxKXmlcKjK54Hq6y3qFLMO1m2KBwxSyG0TefoMtqF7mv38krN-LyjGI3MZlplY_&Key-Pair-Id=APKAJLTNE6QMUY6HBC5A)

* Download the King County House Sales subset 2 data csv file:

[wk3\_kc\_house\_set\_2\_data.csv.zip](https://d18ky98rnyall9.cloudfront.net/_f626f6faf3c1039d014563b39ede3037_wk3_kc_house_set_2_data.csv.zip?Expires=1547078400&Signature=Q~-UvpCypFHaqnKZrNGky9NXzdqhfF3iYROsWyrgufAR91KWahFxgucTOjtB0b1IV9Vj79QFWGFPBhHDNmlvw7~SuO32eeEy-vrEi9wl0nw-jY4JptFnat4SXfozSv9rjcWaQbx7tHpPHfrFOb8oTp~E-HTSGJZ5B6JmnMkL9Qc_&Key-Pair-Id=APKAJLTNE6QMUY6HBC5A)

* Download the King County House Sales subset 3 data csv file:

[wk3\_kc\_house\_set\_3\_data.csv.zip](https://d18ky98rnyall9.cloudfront.net/_f626f6faf3c1039d014563b39ede3037_wk3_kc_house_set_3_data.csv.zip?Expires=1547078400&Signature=JKMJSFOzE01d6VIImyQ15cnzpc2Hq~yN9MmwuDnO8YvU5cRzko-mRovH0mf7n-1GVgvATfAMkGYSVEz02bv2PtmekYz~qe~5BdcoPnwTT9NXqxgWGbzLmwKMCL9Ki3Q9DTjiiFE5D72zeHEQnHUX7lB32syFFQGYxAIfFUkcHpw_&Key-Pair-Id=APKAJLTNE6QMUY6HBC5A)

* Download the King County House Sales subset 4 data csv file:

[wk3\_kc\_house\_set\_4\_data.csv.zip](https://d18ky98rnyall9.cloudfront.net/_f626f6faf3c1039d014563b39ede3037_wk3_kc_house_set_4_data.csv.zip?Expires=1547078400&Signature=cjs7F3RG4WUJLLqAiWZW36MDX5h9iWjXty6ZTcEYew~di~QlLTxNc93rDWZsa2BBPXZMX-ZWriXCaGJSPfru9CKKTLbzd4K~E7D09~hPOUB46ljHqyk8hZ08vdrCJ0y-anU-P0se6pcdCxJISJNqIT3sAzBWx1mYuYNiivlz4Jg_&Key-Pair-Id=APKAJLTNE6QMUY6HBC5A)

* **IMPORTANT: use the following types for columns when importing the csv files. Otherwise, they may not be imported correctly: [str, str, float, float, float, float, int, str, int, int, int, int, int, int, int, int, str, float, float, float, float]. If your tool of choice requires a dictionary of types for importing csv files (e.g. Pandas), use:**

1

dtype\_dict = {'bathrooms':float, 'waterfront':int, 'sqft\_above':int,

  'sqft\_living15':float, 'grade':int, 'yr\_renovated':int, 'price':float,

  'bedrooms':float, 'zipcode':str, 'long':float, 'sqft\_lot15':float,

  'sqft\_living':float, 'floors':str, 'condition':int, 'lat':float, 'date':str,

  'sqft\_basement':int, 'yr\_built':int, 'id':str, 'sqft\_lot':int, 'view':int}

Useful resources

You may need to install the software tools or use the free Amazon EC2 machine. Instructions for both options are provided in the reading for Module 1.

If you are following the IPython Notebook and/or are new to numpy then you might find the following tutorial helpful:

[numpy-tutorial.ipynb.zip](https://d18ky98rnyall9.cloudfront.net/_f6e2fce565c2e2d9e75019560739b126_numpy-tutorial.ipynb.zip?Expires=1546992000&Signature=FcOpOJpETvuvkzseP9HcwXDykkc~XbgB1zBRVBzCx70hZ~m67KuX1yW8ii6zOLa~xqtLEtak1a7G9WEL1A6LV93BeaKcT8jj8INN44NsvzVBGi5-Fji0jqvFiJBuRrIF7DZiny5tEhiPNdv9kNrkN98gfbo0W1tk-TFLGoCGY6Q_&Key-Pair-Id=APKAJLTNE6QMUY6HBC5A)

If instead you are using other tools to do your homework

You are welcome, however, to write your own code and use any other libraries, like Pandas or R, to help you in the process. If you would like to take this path, follow the instructions below.

**1.**You’re going to write a function that adds powers of a feature to columns of a data frame. For those using SFrames:

Recall that if we have an SArray ‘tmp’ we can get a new SArray with all the values to the third power with:

1

tmp\_cubed = tmp.apply(lambda x: x\*\*3)

We can create an empty SFrame with:

1

my\_SFrame = graphlab.SFrame()

And append the tmp to it with:

1

my\_SFrame['power\_1'] = tmp

Where here ‘power\_1’ will refer to the power our feature was raised to.

**2.**Write your own function called ‘polynomial\_sframe’ (or otherwise) which accepts an array ‘feature’ and a maximal ‘degree’ and returns an data frame (e.g. SFrame) with the first column equal to ‘feature’ and the remaining columns equal to ‘feature’ to increasing integer powers up to ‘degree’.

e.g. if you’re using SFrames, you can complete the following function:
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def polynomial\_sframe(feature, degree):

# assume that degree >= 1

# initialize the SFrame:

poly\_sframe = graphlab.SFrame()

# and set poly\_sframe['power\_1'] equal to the passed feature

...

# first check if degree > 1

if degree > 1:

# then loop over the remaining degrees:

for power in range(2, degree+1):

# first we'll give the column a name:

name = 'power\_' + str(power)

# assign poly\_sframe[name] to be feature^power

...

return poly\_sframe

e.g. if you’re using Pandas, you can complete the following function:
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def polynomial\_dataframe(feature, degree): # feature is pandas.Series type

# assume that degree >= 1

# initialize the dataframe:

poly\_dataframe = pandas.DataFrame()

# and set poly\_dataframe['power\_1'] equal to the passed feature

...

# first check if degree > 1

if degree > 1:

# then loop over the remaining degrees:

for power in range(2, degree+1):

# first we'll give the column a name:

name = 'power\_' + str(power)

# assign poly\_dataframe[name] to be feature^power; use apply(\*)

...

return poly\_dataframe

**3.**For the remainder of the assignment we will be working with the house Sales data as in the previous notebooks. Load in the data and also sort the sales SFrame by ‘sqft\_living’. When we plot the fitted values we want to join them up in a line and this works best if the variable on the X-axis (which will be ‘sqft\_living’) is sorted. For houses with identical square footage, we break the tie by their prices.

e.g. if you’re using SFrames

1
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sales = graphlab.SFrame('kc\_house\_data.gl/')

sales = sales.sort(['sqft\_living','price'])

e.g. if you're using Pandas

1
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sales = pandas.read\_csv('kc\_house\_data.csv', dtype=dtype\_dict)

sales = sales.sort(['sqft\_living','price'])

**4.**Make a 1 degree polynomial SFrame with sales[‘sqft\_living’] as the the feature. Call it ‘poly1\_data’.

**5.**Add sales[‘price’] to poly1\_data as this will be our output variable. e.g. if you’re using SFrames

1
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poly1\_data = polynomial\_sframe(sales['sqft\_living'], 1)

poly1\_data['price'] = sales['price']

**6.** Use graphlab.linear\_regression.create (or another linear regression library) to compute the regression weights for predicting sales[‘price’] based on the 1 degree polynomial feature ‘sqft\_living’. The result should be an intercept and slope. e.g if you’re using graphlab create:

1

model1 = graphlab.linear\_regression.create(poly1\_data, target = 'price',

  features = ['power\_1'], validation\_set = None)

*If you use graphlab.linear\_regression.create() to estimate these models please ensure that you set validation\_set = None. This way you will get the same answer every time you run the code.*

**7.** Next use the produce a scatter plot of the training data (just square feet vs price) and add the fitted model. e.g. with matplotlib and SFrames:
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import matplotlib.pyplot as plt

%matplotlib inline

plt.plot(poly1\_data['power\_1'],poly1\_data['price'],'.',

poly1\_data['power\_1'], model1.predict(poly1\_data),'-')

The resulting plot should look like a cloud of points with a straight line passing through.

**8.** Now that you have plotted the results using a 1st degree polynomial, try it again using a 2nd degree and 3rd degree polynomial. Look at the fitted lines, do they appear as you would expect?

**9.** Now try a 15th degree polynomial. Print out the coefficients and look at the resulted fitted line. Do you think this degree is appropriate for these data? If we were to use a different subset of the data do you think we would get pretty much the same curve?

**10.** If you’re using SFrames then create four subsets as follows:

* first split sales into 2 subsets with .random\_split(.5) use seed = 0!
* next split these into 2 more subsets (4 total) using random\_split(0.5) again set seed = 0!
* you should have 4 subsets of (approximately) equal size, call them set\_1, set\_2, set\_3, and set\_4

If you’re not using SFrames then please download the provided csv files for each subset.

**11.** Estimate a 15th degree polynomial on all 4 sets, plot the results and view the coefficients for all four models.

**12. Quiz Question: Is the sign (positive or negative) for power\_15 the same in all four models?**

**13. Quiz Question: True/False the plotted fitted lines look the same in all four plots**

**14.** Since the “best” polynomial degree is unknown to us we will use cross validation to select the best degree. If you’re using SFrames then create a training, validation and testing subsets as follows:

* First split sales into training\_and\_validation and testing with sales.random\_split(0.9) use seed = 1!
* Next split training\_and\_validation into training and validation using .random\_split(0.5) use seed = 1!

If you’re not using SFrames then please download the provided csv files for training, validation and test data.

**15.** Now for each degree from 1 to 15:

* Build an polynomial data set using training\_data[‘sqft\_living’] as the feature and the current degree
* Add training\_data[‘price’] as a column to your polynomial data set
* Learn a model on TRAINING data to predict ‘price’ based on your polynomial data set at the current degree
* Compute the RSS on VALIDATION for the current model (print or save the RSS)

*Hint: in graphlab.linear\_regression.create() you can set verbose = False if you want to suppress the interim output of linear\_regression.create().*

**16. Quiz Question: Which degree (1, 2, …, 15) had the lowest RSS on Validation data?**

**17.** Now that you have selected a degree compute the RSS on TEST data for the model with the best degree from the Validation data.

**18. Quiz Question: what is the RSS on TEST data for the model with the degree selected from Validation data? (Make sure you got the correct degree from the previous question)**